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Automated vehicles have to deal with a multitude of uncertainties, including
sensor noise, occlusions and unknown behavior of other tra�ic participants. A
principal framework for decision making under uncertainty are Partially Observ-
able Markov Decision Processes (POMDPs). Information from the past has to be
considered to infer the unobservable states. This can be achieved by tracking a
belief over the unobservable states.

?

Illustration of uncertainties in autonomous driving

Prior work has modeled the planning problem of autonomous vehicles as a
POMDP and solved it with reinforcement learning. They learn a policy based on
the belief by using a recurrent neural network to subsume the past [1], explicitly
tracking the belief [2] or by providing the whole history as input [3].
The transformer neural network architecture [4] is becoming more and more
popular in various deep learning applications, even outperforming domain-
specialized architectures like CNNs for images or RNNs for sequential data. It has
also been used in the context of partially observable environments before [5].
This thesis should explore its applicability for belief space planning in a partially
observable automated driving environment.

This sounds exciting? Then apply to us! Methods and scope of the thesis can be
adapted to your interests and previous knowledge. The proposed thesis consists
of the following parts:

+ Literature research about POMDP planning and transformer
+ Implementation of an automated driving POMDP environment
+ Implementation of suitable transformer architecture
+ Evaluation of the approach and comparison to prior work

I am happy to answer any questions youmight have. Feel free to ask for an ap-
pointment or directly ask at my o�ice!
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