Analyzing Deep Neural Networks using Adversarial Attacks and Uncertainty Estimation

Ensuring the safe operation of an Autonomous Vehicle in various environments is an important factor for the safety of pedestrians and the car passengers. Accordingly, safeguarding the autonomous operation is a crucial part in testing the Deep Neural Network (DNN) package installed in the vehicle for image detection. The main focus of the thesis is generation of adversarial attacks and data augmentation techniques on the input images to test the robustness of the DNN package. Furthermore, analysis of the DNN package will be further studied by implementing uncertainty estimation techniques to understand more about the model's weak-points or corner cases to assist in enhancing the robustness of the DNN package.

The proposed thesis consists of the following parts:

1. Literature review of various adversarial attacks and data augmentation techniques.

I am happy to answer questions regarding the topic, reference literature or alternative topics. If you are interested, please write me an email with your CV and transcripts.
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Input sample taken from: CamVid Dataset (http://mi.eng.cam.ac.uk/research/projects/VideoRec/CamVid/)